Применение диффузионных моделей для восстановления скрытых фрагментов изображений
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Восстановление недостающих фрагментов изображений является важной задачей в компьютерном зрении с широким спектром применений, включая реставрацию произведений искусства, медицинскую визуализацию и обработку фотографий.
В данной работе рассматриваются диффузионные вероятностные модели шумоподавления (Denoising Diffusion Probabilistic Models, DDPM), которые обеспечивают высокое качество восстановления. Процесс основан на условном моделировании: в качестве входных данных используется изображение с маской, а восстановление начинается со случайного шума, имеющего нормальное (гауссовское) распределение. Цель работы — исследование и оценка эффективности диффузионных вероятностных моделей шумоподавления для восстановления скрытых фрагментов изображений. В частности, используется метод RePaint, который позволяет восполнять утраченные области изображения, учитывая его контекст [1].
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В ходе итеративного шумоподавления модель постепенно очищает изображение, восстанавливая его скрытые фрагменты. DDPM позволяет гармонично воссоздавать текстуры, учитывать контекст изображения и дополнять его семантически осмысленным содержимым.
Тестирование проводилось на датасетах ImageNet, CelebA-HQ и Places2 [2], [3], [4]. Осуществлялись оценки качества восстановления, позволяющие количественно определить степень сходства восстановленного изображения с оригиналом. 
В работе продемонстрировано, что метод хорошо работает при восстановлении небольших и средних утраченных фрагментов, но при значительных потерях данных возможны искажения.
Анализ полученных результатов позволил выявить ключевые особенности метода и оценить его эффективность при восстановлении различных типов изображений, учитывая влияние формы и размера скрытых фрагментов, выявленное при использовании разных типов масок.
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