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Актуальность исследования обусловлена стремительным ростом объемов текстовой информации в сети Интернет и необходимостью её эффективной автоматической обработки. Автоматическая классификация текстов на китайском языке находит широкое применение в таких практических областях, как агрегация новостей, фильтрация спама и анализ рыночных тенденций.
Объектом исследования являются модели машинного обучения, применяемые для задачи классификации текстов.
Предметом исследования выступает сравнительный анализ точности и эффективности различных алгоритмов машинного обучения, в частности моделей глубокого обучения (CNN, RNN, Transformer, BERT, ERNIE и др.), применительно к задаче классификации новостных текстов на китайском языке. Рассматриваются их характеристики, области применения и ограничения.
Цель работы заключается в проведении сравнительного анализа точности и эффективности различных алгоритмов для классификации текстов на китайском языке, выявлении наиболее производительного алгоритма и предложении направлений для его возможного улучшения.
Для достижения поставленной цели были определены следующие задачи:
· Проанализировать существующие подходы и методы машинного обучения для классификации текстов, включая методы предобработки текста и архитектуры нейронных сетей.
· Осуществить подготовку и предобработку набора данных THUCNews для проведения экспериментов (включая токенизацию, построение словаря, векторизацию и др.).
· Реализовать выбранные алгоритмы классификации текстов, такие как TextCNN, TextRNN, FastText, DPCNN, Transformer, BERT, ERNIE.
· Провести экспериментальную оценку реализованных моделей с использованием стандартных метрик качества (Accuracy, Precision, Recall, F1-score).
· Выполнить сравнительный анализ полученных результатов для выявления наиболее эффективных моделей.
· Проанализировать характеристики и потенциальные пути совершенствования моделей, показавших наилучшие результаты (BERT, ERNIE).
Работа состоит из введения, трех глав, заключения и списка литературы. Во введении обосновывается актуальность темы, ставятся цель и задачи исследования. В первой главе представлен анализ методов кластеризации и классификации. Вторая глава посвящена рассмотрению конкретных подходов к решению задачи. Третья глава описывает программную реализацию, детали экспериментов и полученные результаты. В заключении подводятся итоги исследования.
Научная новизна исследования заключается в проведении систематического сравнительного анализа производительности ряда современных моделей глубокого обучения (включая BERT и ERNIE) на крупномасштабном публичном наборе данных новостных текстов на китайском языке (THUCNews). Анализируются особенности их применения в контексте китайского языка. Дополнительно, намечаются пути для дальнейшего исследования и возможного улучшения наиболее эффективных моделей.
Практическая значимость работы состоит в том, что полученные результаты сравнительного анализа моделей могут быть непосредственно использованы разработчиками при выборе оптимальных алгоритмов для создания реальных систем автоматической классификации китайских текстов, таких как системы агрегации новостей, фильтрации спама или анализа пользовательских мнений.
Основные результаты работы заключаются в следующем:
· Реализован и протестирован на наборе данных THUCNews ряд алгоритмов классификации текстов.
· Получены количественные оценки производительности моделей с использованием метрик Accuracy, Precision, Recall, F1-score.
· Экспериментально установлено, что предобученные модели BERT и ERNIE демонстрируют значительное превосходство в точности (94.83% и 94.61% соответственно) по сравнению с другими рассмотренными архитектурами (например, TextCNN - 91.22%, Transformer - 89.91%) для данной задачи и набора данных.
· В дальнейшем предполагается более детальное исследование моделей BERT и ERNIE с целью выявления их сильных и слабых сторон и поиска возможностей для улучшения.




